It’s amazing the amount of confusion on how to run a simple A/B test seen on the internet. The crux of the mater is this: If your going to look at the results of your experiment as it runs, you can not just repeatedly apply a 5% significance level t-test. Doing so WILL lead to false-positive rates way above 5%, usually on the order of 17-30%.

Most discussions of A/B testing do recognize this problem, however the solutions they suggest are simply wrong. I discuss a few of these misguided approaches below. It turns out that easy to use, practical solutions have been worked out by clinical statistician decades ago, in papers with many thousands of citations. They call the setting “Group Sequential designs” [Bartroff et al., 2013]. At the bottom of this post I give tables and references so you can use group sequential designs in your own experiments.

Whats wrong with just testing as you go?

The key problem is this: Whenever you look at the data (whether you run a formal statistical test or just eyeball it) you are making a decision about the effectiveness of the intervention. If the results look positive and you may decide to stop the experiment, particularly if it looks like the intervention is giving very bad results.

Say you make a p=0.05 statistical test at each step. On the very first step you have a 5% chance of a false positive (i.e. the intervention had no effect but it looks like it did). On each subsequent test, you have a non-zero additional probability of picking up a false positive. It’s obviously not an additional 5% each time as the test statistics are highly correlated, but it turns out that the false positives accumulate very rapidly. Looking at the results each day for a 10 day experiment with say 1000 data points per day will give you about an accumulated 17% false positive rate (According to a simple numerical simulation) if you stop the experiment on the first p<0.05 result you see.

Figure 1: 100 simulations of 0-effect (the null hypothesis) with no early stopping. Notice that at any point in time, roughly 5% of the paths are outside the boundaries (A 5% false positive rate is expected).
The error-spending technique

They key idea of “Group Sequential” testing is that under the usual assumption that our test statistic is normally distributed, it is possible to compute the false-positive probabilities at each stage exactly using dynamic programming. Since we can compute these probabilities, we can also adjust the test’s false-positive chance at every step so that the total false-positive rate is below the threshold \( \alpha \) we want. This is know as the error spending approach. Say we want to run the test daily for a 30 day experiment. We provide a 30 element sequence \( \alpha_i \) of per step error chances, which sums to less than say \( \alpha = 0.05 \). Using dynamic programming, we can then determine a sequence of thresholds, one per day, that we can use with the standard \( z \)-score test. The big advantage of this approach is that is a natural extension of the usual frequentist testing paradigm.

The error spending approach has a lot of flexibility, as the error chances can be distributed arbitrarily between the days. Several standard allocations are commonly used in the research literature.

Of course, libraries are available for computing these boundaries in several languages. Tables for the most common settings are also available. I’ve duplicated a few of these tables below for ease of reference.

Recommended approach

1. Choose a \( \alpha \)-spending function, from those discussed below. The Pocock approach is the simplest.
2. Fix the maximum length of your experiment, and the number of times you wish to run the statistical test. I.e. daily for a 30 day experiment.
3. Lookup on the tables below, or calculate using the \texttt{1dbounds} or \texttt{GroupSeq} R packages, the \( z \)-score thresholds for each of the tests you will run. For example, for the Pocock approach, \( \alpha = 0.01 \), 10 tests max, use \( z = 3.117 \) for every test. For the O’brien-Fleming approach it will be the sequence \( \{8, 5.82, 4.95, 4.29, 3.8, 3.46, 3.19, 2.98, 2.80, 2.66\} \).
4. Start the experiment.
5. For each test during the course of experiment, compute the \( z \)-score to the threshold, and optionally stop the test if the score exceeds the threshold given in the lookup table.

Real valued example

The simplest case of A/B testing is when each observation for each user is a numerical value, such as a count of activity that day, the sales total, or some other usage statistic. In this case the \( z \)-score when we have \( n_a \) data points from group \( a \) and \( n_b \) from group \( b \) with means and standard deviations \( \mu \) and \( \sigma \) is:

\[
z = \frac{|\mu_a - \mu_b|}{\sqrt{\frac{\sigma_a^2}{n_a} + \frac{\sigma_b^2}{n_b}}}\]
For the $k$th trial, just compare the $z$ value here to the $k$th threshold from the appropriate table below, if it exceeds it you may stop the experiment.

**Conversions example**

If in our A/B test we are testing if the click through rate or purchase chance improves, we use a slightly different formula. Let $p$ be the click through proportions and $n$ the total views (i.e. $n_a p_a =$conversions in group A). Then

$$z = \frac{|p_a - p_b|}{\sqrt{\frac{1}{n_a} p_a (1 - p_a) + \frac{1}{n_b} p_b (1 - p_b)}}.$$

As above, for the $k$th trial, just compare the $z$ value here to the $k$th row of the appropriate table below, if it exceeds it you may stop the experiment.

**Assumptions**

- We are assuming the distribution of test statistic is normally distributed, with known variance. If you did STATS101, you are probably ok with this assumption, but those of you who did STATS102 are no doubt objecting. Shouldn’t you be using a t-test or chi-square test? What about the exact binomial test for conversions? The fact is that unless you are getting only a tiny amount of data between tests, you just don’t need to worry about this. If you are getting tiny amounts of data, you can’t hope to pick up any difference between the A/B groups over short time scales. Just run your test less regularly! The effect sizes we hope to see in A/B testing are much smaller than those in other areas of statistics such as clinical trials, so we usually can’t expect to get statistical significance in the small data regime where the normality approximation breaks down.

- Fixed maximum experiment length. This is an annoying problem. Often we would like to just keep running the experiment until we get some sort of effect. The difficulty is that we have to spread the chance of false-positives across the duration of the experiment. We could potentially use an error-spending function that drops off rapidly, so that the total error probability is summable. However, I would not recommend this. Instead, do a power calculation to determine the length of the experiment needed to pick up the minimum effect size that you would care about in practice. Then you can use that length for the experiment. In practice you will always see some sort of effect/uplift if you run a long enough experiment. There is no real world situation where the A/B groups behave exactly the same.

- Equally distributed tests. We are assuming above that we have the exact same amount of data gathered between tests. Fortunately this assumption is not too crucial to the correctness of the test. It is actually quite easy to correct for differing intervals using the R software discussed. Say you are in the common situation where you see much less data over the weekend than for a weekday. The `1dbounds` R package lets you calculate the sequence of $z$-score boundaries for variable intervals. you just feed in the time between tests as a normalized sequence that sums to 1. For example, for a 7 day experiment starting on Monday, where the expected volume of data is half on Saturday and Sunday, you would just use something like:

```r
b <- bounds(cumsum(c(rep(1/6, 5), 1/12, 1/12)), iuse=c(1, 1), alpha=c(0.025, 0.025))
print(b$upper.bounds)
[1] 5.366558 3.710552 2.969718 2.538649 2.252156 2.178169 2.088238
```

The `iuse` argument controls the $\alpha$ spending function used (here we used the O’Brien-Fleming approach) and `alpha` gives the false-positive rate on either side (we are doing a 0.05 fpr two-sided test here).

- Two-sided tests. The approach described above is that of a two-sided test. I allow for the effect of the intervention to be both potentially positive and negative. This is obviously more conservative then assuming it can only be positive, but I think in practice you should always use two-sided tests for A/B experiments. It’s hard to justify the assumption that the intervention can’t possibly have a negative effect!

- Why should I use this approach when Wald’s SPRT test is optimal? Wald’s theory of sequential testing is based around testing a single point hypothesis against another point hypothesis. While this approach is
nearly as good as is possible for the simple point-point case, there is no clear generalization to the case of
testing a point hypothesis of zero effect against the “composite” hypothesis of non-zero effect. In Wald’s 1945
book, several approaches are suggested, but they have known deficiencies [Sec 5.2 Tartakovskiy et al., 2013].
Lordon’s 2-SPRT [Lordon, 1976] is the modern SPRT variant that is most commonly used. It requires setting
an indifference region around 0 instead of a fixing the measurement points in advance, so the experimental
design decisions are a little different. I intend to write more about the 2-SPRT in the future.

Bayesian approaches

Some people attempt to perform Bayesian tests by putting a prior on their data and computing “credible intervals”
(or equivalently posterior probabilities) instead of confidence intervals. The classical “likelihood principle” states that
Bayesian statistical quantities do not change under sequential testing, however under the Bayesian methodology
estimation is fundamentally different from hypothesis testing, and trying to convert interval estimates to tests
doesn’t work. The intuition is fairly simple: If Bayesian tests are immune to the sequential testing problem but
Frequentist tests are not, then techniques like credible intervals which agree with frequentist confidence intervals
on simple problems can’t then be used for Bayesian tests.

In general the best approach is to combine the Bayesian estimates with decision theory. This involves assigning
a cost to each datapoint gathered, as well as determining the cost due to the test coming to the wrong solution.

I’m a strong proponent of Bayesian statistics, but I find it next to impossible in practice to determine these
two costs. The frequentist approach of controlling false-positive rates is much easy to apply in a business context.
The main exception is for per-user personalization or advert placement where the business decisions have to be
made automatically. In that case the techniques studied for multi-arm Bandits or contextual bandits are natural
automatic applications of the decision theory approach. They are far outside the scope of this post however.

The other Bayesian approach

The most commonly suggested Bayesian approach is the Bayes Factor (BF) test, a potential drop in replacement
for frequentist tests. Indeed, A. Wald (the progenitor of sequential testing) way back in his 1945 book suggests a
similar approach to a BF test [Sec. 4.1.3, Wald, 1945].

Unfortunately the bayes factor test often gives counter-intuitive and sometimes radically different results from
frequentist tests. This is known as Lindley’s paradox [Lindley, 1957]. This doesn’t invalidate BF results, but you
do need to fully understand the implications to use them in practice. I intend to write a another post going into
detail about bayes factor tests, and their pitfalls and advantages over frequentist approaches.

Interactive tool

The GroupSeq R package provides a very easy to use GUI for calculating the stopping boundaries for most of the
above settings. It can also do power calculations and stopping intervals. I’ve put a few screenshots of it in action
below.
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**K = 25, alpha = 0.05**

**Function: Exact Pocock Bounds**

<table>
<thead>
<tr>
<th>k</th>
<th>Times</th>
<th>Lower Bounds</th>
<th>Upper Bounds</th>
<th>alpha*(1-alpha^1-k)</th>
<th>cumulative alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.0068262796</td>
<td>0.0068262796</td>
</tr>
<tr>
<td>2</td>
<td>0.08</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.003215333</td>
<td>0.010041613</td>
</tr>
<tr>
<td>3</td>
<td>0.12</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.004213643</td>
<td>0.014255257</td>
</tr>
<tr>
<td>4</td>
<td>0.16</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.003475676</td>
<td>0.017730923</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.002958016</td>
<td>0.020689049</td>
</tr>
<tr>
<td>6</td>
<td>0.24</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.002576212</td>
<td>0.023265261</td>
</tr>
<tr>
<td>7</td>
<td>0.28</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.002283388</td>
<td>0.025548657</td>
</tr>
<tr>
<td>8</td>
<td>0.32</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.002093589</td>
<td>0.027642056</td>
</tr>
<tr>
<td>9</td>
<td>0.36</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001892596</td>
<td>0.029535664</td>
</tr>
<tr>
<td>10</td>
<td>0.4</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001706423</td>
<td>0.031428087</td>
</tr>
<tr>
<td>11</td>
<td>0.44</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001574856</td>
<td>0.033385357</td>
</tr>
<tr>
<td>12</td>
<td>0.48</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001462511</td>
<td>0.035347865</td>
</tr>
<tr>
<td>13</td>
<td>0.52</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001355797</td>
<td>0.037303662</td>
</tr>
<tr>
<td>14</td>
<td>0.56</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001260371</td>
<td>0.039264043</td>
</tr>
<tr>
<td>15</td>
<td>0.6</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001165884</td>
<td>0.041225927</td>
</tr>
<tr>
<td>16</td>
<td>0.64</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.001071400</td>
<td>0.043187812</td>
</tr>
<tr>
<td>17</td>
<td>0.68</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000976593</td>
<td>0.045150305</td>
</tr>
<tr>
<td>18</td>
<td>0.72</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000882393</td>
<td>0.047112698</td>
</tr>
<tr>
<td>19</td>
<td>0.76</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000788214</td>
<td>0.049075090</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000694084</td>
<td>0.051037584</td>
</tr>
<tr>
<td>21</td>
<td>0.84</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000599966</td>
<td>0.052999550</td>
</tr>
<tr>
<td>22</td>
<td>0.88</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000505938</td>
<td>0.054965518</td>
</tr>
<tr>
<td>23</td>
<td>0.92</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000411983</td>
<td>0.056931451</td>
</tr>
<tr>
<td>24</td>
<td>0.96</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000317030</td>
<td>0.058897434</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>2.7052</td>
<td>2.7052</td>
<td>0.000221097</td>
<td>0.060863427</td>
</tr>
</tbody>
</table>
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Power calculations

Power calculations are typically used with frequentist experiments to determine the length of the experiment required to pick up effects of a certain magnitude. Power calculations can still be done for group sequential tests, using the R tools mentioned above. Like with the \(z\)-score boundary calculations, multiple integrals need to be evaluated numerically, so it is somewhat of a black-box.

Power calculations can also be used to select from the various error spending approaches above. Just run the power calculation for each approach, then choose the one that gives the smallest required experiment length.

**Pocock 1977 tables (for two sided tests)**

Pocock’s approach uses the exact same \(z\)-score threshold at every test. Values for larger \(N\) (the total number of tests) or irregularly spaced test intervals may be calculated using the `GroupSeq` R package. The test \(\alpha\) values here illustrated how much more conservative you need to be. For example, when running 10 tests during the experiment, you effectively have to run a \(z\)-test at the \(\alpha = 0.01\) level to get an effective 0.05 false positive rate.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{For } \alpha = 0.05 & \text{For } \alpha = 0.01 \\
\hline
N & test & \text{z-score} & test & \text{z-score} \\
\hline
1 & 0.05 & 1.960 & 0.01 & 2.576 \\
2 & 0.0294 & 2.178 & 0.0056 & 2.772 \\
3 & 0.0221 & 2.289 & 0.0041 & 2.873 \\
4 & 0.0182 & 2.361 & 0.0033 & 2.939 \\
5 & 0.0158 & 2.413 & 0.0028 & 2.986 \\
6 & 0.0142 & 2.453 & 0.0025 & 3.023 \\
8 & 0.0120 & 2.512 & 0.0021 & 3.078 \\
10 & 0.0106 & 2.555 & 0.0018 & 3.117 \\
12 & 0.0097 & 2.585 & 0.0016 & 3.147 \\
15 & 0.0086 & 2.626 & 0.0015 & 3.182 \\
20 & 0.0075 & 2.672 & 0.0013 & 3.224 \\
\hline
\end{array}
\]

**O’brien-Fleming style tables (for two sided tests)**

This approach is essentially the most natural generalization of Wald’s SPRT test to the group-sequential case with composite hypothesis. This test is much less likely to stop at the early stages of the test than the other approaches, but more likely to stop in the later tests. Instead of reporting the tables from their paper I give the stopping boundaries for a version of their approach [O’brien and Fleming, 1979] adapted to the error-spending algorithm implemented in the `1dbounds` library.

In the computation below we cap the \(z\)-score stopping boundaries at 8, as this is the default for the `1dbounds` library.

\[
\begin{array}{|c|c|}
\hline
N & \alpha & z\text{-scores (two-sided tests)} \\
\hline
1.00 & 0.05 & 1.96 \\
1.00 & 0.01 & 2.576 \\
2.00 & 0.05 & 2.963,1.969 \\
2.00 & 0.01 & 3.801,2.578 \\
3.00 & 0.05 & 3.710,2.511,1.993 \\
3.00 & 0.01 & 4.723,3.246,2.589 \\
4.00 & 0.05 & 4.333,2.963,2.359,2.014 \\
4.00 & 0.01 & 5.493,3.802,3.044,2.603 \\
5.00 & 0.05 & 4.877,3.357,2.680,2.290,2.031 \\
5.00 & 0.01 & 6.168,4.286,3.444,2.947,2.615 \\
6.00 & 0.05 & 5.367,3.711,2.970,2.539,2.252,2.045 \\
6.00 & 0.01 & 6.776,4.740,3.803,3.257,2.892,2.626 \\
8.00 & 0.05 & 6.232,4.331,3.481,2.980,2.644,2.401,2.215,2.066 \\
8.00 & 0.01 & 8.000,8.000,4.442,3.807,3.381,3.071,2.833,2.643 \\
10.00 & 0.05 & 6.991,4.899,3.930,3.367,2.989,2.715,2.504,2.336,2.197,2.081 \\
\hline
\end{array}
\]
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